NTK/KW/15-7435

Fifth Scmester B. E. (CT) (C.B.S.)
Examination

DESIGN AND ANALYSIS OF ALGORITHIM

Time : Three 1loors | [ Max. Marks : 80

N. B. :{1) All qucshony carry ks uy indicated.

(2) Solve Sie questiony s tallowa
Que. No. 1 OR Que, No. 2
Que. No. 8 OB Que. Ni. 4
Quc No. 5 OR Quc. No: 6
Que, No. 7 OR Que: Nuo, B
Que. No, 8 OR Que. No. 10
Que. No. 11 OK Que. No. 12

(8 Duc riedit will be given 1o nearnes and
adequoue  dimensions.

4} Nlustrate the anywers with nocessary hguies/
{ drawings whereve ncceasary,

1. (a) Statc and cxplain the Master's theorem for
complexity analysis 7 Also give its limitavions, 6

(b) Derive a closed form solution for the summation :
k- .
B = |?;||'(i-a') 7
OR
2. (a) Solvc the fallowing recurrence relation with the help
of charneleristic cquation method.

1 if n=0
L A,y —2% otherwisc 6
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v fb] Solve following recurrence relabon using change of
vanable methad

dn) = 2T (N\n) < logn 7

3. (a) Statc and cxpiain in detail about various asymptotic
notations which are used for analysis of algonthims.
7

(b) Nlustratc the stepwise execution of quicksont on the
following arrey A, Also give its complexity by
analyzing the recurrence relation.

A=, 3,5 8.7, 6.4 7

OR

4. (a) What do yvu mcan by amortized analysis of
algonthm ? Explain any one method with suitable
cxample. 7

(b) Write an algonthm for binary scarch using devide
" and conguer sirategy. Also give its stepwise execution
for scarching element X =4 in following input amray.

A 119, 3, 15 B, 1, 6 4] 7

5. (a) Find out Minimum spanming Tree with its cost for
given undirected graph as follows. Usc kruskal's
alporitm
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(b) Given 8 activitics along with their start and finish

6. (3)

(b)

time as follows :

Al AT [A2 |A3 | A AS| A6 | AT | A8

&‘123_4891112

R 5 |2 4 7111211316

Then compute a schedule where largest number of
activitics takes place using Greedy approach. 7

OR
Find out optimal solution for fractional knapsack
problom using Greody strategy for followmg instances :
n=17
m = 15
(P, Py, P;, Py Ps, P, P4) =(10,5,15,7,6, 18,3)

(Wi W Wy, W W Wi Wy)s(2,3,5,7,1,4,1)
6

Supposc we run Dyjkstra's algorithm on edge dirocted
graph with veriex P as source on following graph.
‘Then in what order do nodes gt included into st
of vartices for winch shortest distances are finalzed,
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7

(1)

(b)

(a)

(b)

what is principle of opumality 7 Explamn in brief.
4

Determine the cost and structure of an optimal
binary scarch tree lor sct of n ~ 5 keys with
following sedarchung probabiitica. lustrite AswWer by
dynamic progrmyming

i | 0 1 2 3 4 3
n - [o0.a5] o0.10] 005|010 | 0.20
g | 005|010 0.05| 0.05(0.05 010

10
OR

What is travelling salesmsn problem (TSP) ?
Compute optimal TSP tour for tollowing distance
malrix using dynamic programming approach.

A B ¢ D
A 0 ] 15 20
B 5 0| 9 10
6
8

& 13] 0] 12
D 81 9 0

7
Solve the following instanoe of O/1 knapsiack problem
usulg dynamic programming !
Maximize 1 xq +2x3 + 5%y
subject to constraints :
2xy t3x3 1 43 6
and restrictions,

O=x=l.1=is3 4
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9.
, 10.
3
1L
) 2353
12,

(n) Write and explain algonthms for iterative backuacking
and recursive backtracking. 5
{b) Consider S = {Sy, Sz. S5, 5,} and weight vector
W= {10, 25, 5, 10} and M =25, Then compute
all possible subsets of W that sum 1o m. Draw the

portion of state.space tree thar gencrates a fixed
length tuple using backiracking algorithin, 8

OR
(@) What is M-colorability optimization problem in

context of graph coloring 7 Explain the backiracking
algorithm for graph coloring problem. 6
(b) What is Hemiltonian cycle ? Explain backiracking
algorithm for it. 7

(a) How polynomail redugtion can be used for showing
NP-completeness nf 1 p:ohlnm 7 7

(b) Explain in detail ahc’,tl Cook's theorem. 6
OR

{a) What is NP-hard and NP-computer problem ?
Explain in detail,

6

(b) What is clique ? Comment about its NP-

completeness. 7
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